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Abstract

Convolutional neural network (CNN) inference based on RNS-
CKKS enables secure processing on encrypted data but introduces
significant weight size overhead. Weight plaintext, weight in RNS-
CKKS format, can reach tens to hundreds of gigabytes. Existing com-
pression methods either add high computational cost or yield low
compression rates. In this work, we propose WPC, Weight Plaintext
Compression, to compress weight plaintext for RNS-CKKS-based
CNN inference.We observe that the transformation from the weight
in CNN models to the weight plaintext in RNS-CKKS format in-
volves an operation akin to the Discrete Fourier Transform, which
shifts data between the time and frequency domains while retaining
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redundant information from periodic and discrete data. Based on
this observation, we first introduce the Periodic Transmit Theorem,
which states that periodic patterns can be preserved during the
transformation process, thereby enabling compression. We then
propose Channel Innermost Packing Scheme and Rotation Padding
to rearrange the weight data into periodic patterns for compression.
Results show that WPC achieves 1.25 to 2.18 times speedup on an
A100 GPU and 46.08 to 139.11 times compression rate.
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1 Introduction

RNS-CKKS [13, 14]-based Convolutional Neural Network (CNN)
inference [32] provides a promising approach for secure inference
in various applications, including those in financial and healthcare
domains [27, 45]. In this approach, the user’s sensitive data is en-
crypted and sent to the cloud, where the CNN model is executed
on the encrypted data. The encrypted output is then sent back to
the user, who can decrypt it to obtain the final result. This process
ensures the privacy of the user’s sensitive data while maintaining
the confidentiality of the cloud model.

However, the security provided by the RNS-CKKS scheme comes
at a significant cost in terms of data expansion, particularly for
the weight plaintext, which represents the weights in RNS-CKKS
format. For example, the original ResNet-50 model [23] are only
0.11 GB, but the weight plaintext in RNS-CKKS format can reach
up to 306 GB, leading to a storage size increase of over 1,000×. This
surge in weight plaintext size poses severe storage and memory
challenges, especially on hardware with limited memory capacity,
such as the A100 GPGPU with 80 GB of memory.

Previous compression techniques attempt to address the surge
in weight plaintext size but suffer from significant drawbacks, such
as high computational overhead [24, 32] or lower compression
rates [26]. For instance, MPCNN [2, 32] generates the weight plain-
text on-the-fly, allowing the original CNN weights to be stored;
however, this incurs a latency overhead of 2.07× for the ResNet-50
model. NeuJeans [24] employs a Coefficients-in-Slot (CinS) encod-
ing scheme to reduce the size of weight plaintext and achieves the
state-of-the-art performance for convolution layers. However, this
encoding restricts computational graph optimizations, leading to
higher computational overhead compared to MPCNN [32] when
the cost of on-the-fly generation is ignored and graph optimizations
are feasible. Additionally, HyPHEN [26] exploits weight plaintext
reusability, but achieves limited compression rates, which still poses
memory limitations for large models.

In this work, we propose WPC, a Weight Plaintext Compression
method designed to compress the weight plaintext in RNS-CKKS-
based CNN inference. By analyzing the transformation process from
CNN weights to weight plaintext, we observe that this process resem-
bles a Discrete Fourier Transform (DFT)-like operation [47], which
facilitates the exchange of periodic and discrete values between the
time and frequency domains. Building on this observation, we ex-
ploit the weight-sharing property [31] in CNN models, enabling
the identification of periodic patterns prior to the transformation.

Building on this insight, we first propose and prove the Periodic
Transmit Theorem in the RNS-CKKS scheme, which asserts that
periodic patterns in the weight data can be transmitted into the
weight plaintext, making it compressible. The transformation from
weight data to weight plaintext can be viewed as an Inverse Discrete
Fourier Transform (Slot Encoding) following a Negative Wrapped
Number Theoretic Transform (NWNTT), both of which satisfy the
properties of DFT. This process converts periodic data into discrete
data and then back to periodic data, allowing only a single copy of
the final periodic data to be stored, thereby enabling compression, as
illustrated in Fig. 1.

Second, we introduce the Channel Innermost Packing Scheme
(CIPS) and Rotation Padding techniques to rearrange the weight

Periodic Data
DFT-like→

Slot Encoding
Discrete Data

DFT-like→
NWNTT

Periodic Data

Figure 1: Periodic Transmit Theorem in RNS-CKKS.

data into a periodic pattern, leveraging the Periodic Transmit The-
orem. The weight-sharing property [31] causes the weight data
to exhibit repetition before transformation, as the same weight is
shared by neurons in the output ciphertext across different heights
and widths but within the same channel. CIPS arranges the neurons
in the output ciphertext by placing the channel dimension as the
innermost dimension, while height and width are placed in the
outermost dimensions. This arrangement makes part of the data
periodic, as the weights are shared across the outermost dimen-
sions. Rotation Padding further ensures that other non-periodic
data (caused by zero padding [6]) becomes periodic by padding
adjacent neurons in the output ciphertext. Together, CIPS and Ro-
tation Padding ensure that all data is periodic before transmission,
enabling compression through the Periodic Transmit Theorem.

We evaluate WPC on the ResNet [23] and VGG [49] CNNmodels
using the ImageNet, Tiny-ImageNet [18], and CIFAR [28] datasets,
and assess its performance on both CPU and GPU. Results show
that WPC reduces the weight plaintext size by a factor of 46.08 to
139.11, while maintaining or improving model performance by a
factor of 1.25 to 2.18 on the A100 GPGPU with 80 GB of memory.
By leveraging WPC, even the ResNet-200 model, which requires
only 7.90 GB of memory compared to the baseline’s 1098.99 GB,
can be executed on the A100 GPGPU with 80 GB of memory.

To summarize, the main contributions of this work are as follows:

• We propose and prove the Periodic Transmit Theorem in the
RNS-CKKS scheme, enabling compression of periodic data.

• We introduce the Channel Innermost Packing Scheme and
Rotation Padding techniques to make weight data in the
weight plaintext periodic and compressible, supported by
the Periodic Transmit Theorem.

• We demonstrate the effectiveness of WPC through compre-
hensive evaluations on CNN models, achieving high com-
pression ratios and significant performance improvements.

2 Background

This section introduces Fully Homomorphic Encryption (FHE), RNS-
CKKS scheme, the CNN model with its RNS-CKKS-based CNN
inference, and the threat model of this work. The notations and
parameters of this work are shown in Tab. 1.

2.1 FHE and RNS-CKKS

Fully Homomorphic Encryption (FHE) [22] is a cryptographic tech-
nique that allows arbitrary computation on the ciphertext and the
result is the same as its unencrypted counterpart computation.
CKKS [14] is a widely used FHE scheme as it supports arithmetic
fixed-point operations efficiently. This work uses RNS-CKKS [13],
the Residue Number System version of CKKS for its high efficiency
in arithmetic operations, which is widely used in the RNS-CKKS-
based CNN inference [10, 32, 37, 42, 46].
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Table 1: Notations and Parameters. c, h,w, co, ci, kh, kw, i, o de-

note the index of channel, height, width, output channel,

input channel, kernel height, kernel width, input ciphertext,

and output ciphertext, respectively, in CNN Parameter.

Parameter Description

𝑁 Polynomial Ring Degree
𝑄 Coefficient Modulus
𝑃 Key Switching Modulus
𝑙 Ciphertext Level
Δ Scale Factor

𝐿𝑏𝑜𝑜𝑡 Maximum Level after Bootstrapping
𝜆 Security Parameter

Data Types Description

sk, pk and evk Secret, Public and Evaluation Key
ct, pt and m Ciphertext, Plaintext and Message

slot Slot Encoding Element of ct and pt

Plaintext Description

ptM: Message Representation Message Data Before Encoding
ptC: Coefficient Representation Plaintext Coefficient
ptE: Evaluation Representation NTT Coefficient of the Plaintext

RNS-CKKS Operations Description

HAdd(ct, ct′ ) Element-wise Addition
HMul(ct, ct′ ) Element-wise Multiplication
HRot(ct, 𝑟 ) Cyclic Rotation

CNN Parameter Description

Cin, Hin, Win Input Channel, Height and Width
Cout, Hout, Wout Output Channel, Height and Width
KH, KW, SH, SW Kernel, Stride Height and Width

PHB, PHE, PWB, PWE
Padding on the Beginning and End
of the Height and Width Dimension

𝑥 ∈ RCin×Hin×Win Input Neuron Tensor
𝑤 ∈ RCout×Cin×KH×KW Weight Tensor
𝑦 ∈ RCout×Hout×Wout Output Neuron Tensor
𝑥 [c, h,w], 𝑦 [c, h,w] Input and Output Tensor Indexing
𝑤 [co, ci, kh, kw] Weight Tensor Indexing
ctx[i], cty[o] Input, Output Ciphertext Indexing
𝑛𝑖𝑛 , 𝑛𝑜𝑢𝑡 Input, Output Ciphertext Number

ctr[i, c, kh, kw] Rotation Ciphertext Indexing
ptw[o, i, c, kh, kw] Weight Plaintext Indexing

2.1.1 RNS-CKKS. The ciphertext ct ∈ R2
𝑄

is a pair of polyno-
mials with degree 𝑁 and coefficient modulus 𝑄 , where R𝑄 =

Z𝑄 [𝑋 ]/(𝑋𝑁 + 1) is the cyclotomic polynomial ring. 𝑄 is a product
of 𝑙 + 1 prime numbers, where 𝑙 is the ciphertext level. 𝑃 is the key
switching [20] modulus to support the homomorphic operations.
Decrypt the ciphertext ⟨ct, sk⟩ = pt + e, where ct, sk, pt, e, and
⟨·, ·⟩ are the ciphertext, secret key, plaintext, error term, and dot
product operation, respectively. The plaintext pt is encoded from
the message vector m and each element of the message vector in
the ciphertext or plaintext is called a slot [14]. All the setting in
this work satisfies the security parameter 𝜆 ≥ 128 bits.

2.1.2 Plaintext Representation and Conversion. The plaintext has
three representations: message ptM, coefficient ptC, and evaluation

ptE, where ptE denotes the default representation in RNS-CKKS
for efficient homomorphic operations. The conversion of them are:

ptM
𝑆𝑙𝑜𝑡 𝐸𝑛𝑐𝑜𝑑𝑖𝑛𝑔

→ ptC
𝑁𝑊𝑁𝑇𝑇→ ptE (1)

Slot Encoding The message ptM = m = (𝑚[0], . . . ,𝑚[𝑁2
−1]) is encoded into a plaintext polynomial ptC, where the message
is a length 𝑁 /2 real or complex numbers vector. The conversion
between message vector ptM and plaintext coefficient ptC is per-
formed by computing the Inverse Discrete Fourier Transform (IDFT

on {𝜔−5𝑘 }
𝑁
2 −1
𝑘=0 , where 𝜔2𝑁 = 1, 𝑁2 is number of slots) [47] of ptM,

multiplied with the scale factor Δ, rounding ⌊ ⌉, splitting the real
and imaginary part and placed into the equal interval coefficient in
the plaintext polynomial. Slot Encoding (Equation 2):

M = ⌊Δ · IDFT(ptM) ⌉
ptCi [ 𝑗 ] = REAL(M) [ 𝑗 ] mod 𝑞𝑖

ptCi [ 𝑗 +
𝑁

2
] = IMAG(M) [ 𝑗 ] mod 𝑞𝑖

�������� 𝑖 ∈ [0 . . ℓ ], 𝑗 ∈ [0 . . 𝑁
2
), (2)

where REAL and IMAG are the real and imaginary part of the
complex number,𝑞𝑖 is the modular of plaintext at level 𝑖 and ptCi [ 𝑗]
is the 𝑗-th coefficient of plaintext at level 𝑖 .
Negative Wrapped Number Theoretic Transform Number
Theoretic Transform (NTT) with negative wrapped convolution
(NWNTT) [38, 44] can speed up the polynomial multiplication in
the cyclotomic polynomial ring Z𝑞 [𝑋 ]/(𝑋𝑁 + 1) in RNS-CKKS,
which converts the coefficient representation ptC of the plaintext
to the evaluation representation ptE. NWNTT (Equation 3):

ptEi = NTT(ptCi [ 𝑗 ] ·𝜓 𝑗

𝑖
mod 𝑞𝑖 )

��� 𝑖 ∈ [0 . . ℓ ], 𝑗 ∈ [0 . . 𝑁 ), (3)

where 𝑞𝑖 is the modular at level 𝑖 ,𝜓𝑖 is the 2𝑁 -th root of unity in
Z𝑞𝑖 and pti [ 𝑗] is the 𝑗-th coefficient of plaintext at level 𝑖 .
Periodic and Discrete Conversion NTT is the generalization
of the DFT in the modular arithmetic domain [7], so these two
operations (IDFT and NTT) keep the DFT property:

Lemma 1. Periodic and Discrete Conversion [47]: For a length
𝑛 data 𝑥 with a period of 𝑇 , the Discrete Fourier Transform of 𝑥 has
discrete values at integer multiples of 𝑛/𝑇 , and vice versa.

This Lemma forms the basis for the periodicity of DFT, which plays
a key role in the compression of weight plaintext in this work. This
demonstrates that periodic or discrete data have the potential to be
compressed in the conversion process.

We present the proof of Lemma 1 below. Assume 𝜔 is the 𝑛-th
root of unity (𝜔𝑛 = 1) and𝑚 is an integer.

Lemma 1 (𝑃𝑒𝑟𝑖𝑜𝑑𝑖𝑐
𝐷𝐹𝑇→ 𝐷𝑖𝑠𝑐𝑟𝑒𝑡𝑒): 𝑋 = DFT(𝑥) is nonzero only at

indices 𝑘 =𝑚 𝑛
𝑇
if data 𝑥 is a length 𝑛 vector with period 𝑇 :

Proof. 𝑋 [𝑘] =
∑𝑛−1
𝑖=0 𝑥 [𝑖]𝜔𝑘𝑖 =

∑ 𝑛
𝑇
−1

𝑗=0
∑𝑇−1
𝑖=0 𝑥 [𝑖]𝜔𝑘 ( 𝑗𝑇+𝑖 ) =∑𝑇−1

𝑖=0 𝑥 [𝑖]𝜔𝑘𝑖 ∑ 𝑛
𝑇
−1

𝑗=0 𝜔𝑘 𝑗𝑇 , where 𝑥 [𝑖] = 𝑥 [𝑖 mod 𝑇 ]. As 1−𝜔𝑘𝑛 =

0. If 𝑘 is not an integer multiple of 𝑛
𝑇
. 1 − 𝜔𝑘𝑇 ≠ 0 and 𝑋 [𝑘] =∑𝑇−1

𝑖=0 𝑥 [𝑖]𝜔𝑘𝑖 1−𝜔𝑘𝑛

1−𝜔𝑘𝑇 = 0, where the final equality holds by apply-
ing the formula for the sum of a geometric series. Thus,𝑋 is nonzero
only at indices 𝑘 =𝑚 𝑛

𝑇
. □

Lemma 1 (𝐷𝑖𝑠𝑐𝑟𝑒𝑡𝑒
𝐷𝐹𝑇→ 𝑃𝑒𝑟𝑖𝑜𝑑𝑖𝑐): 𝑋 = DFT(𝑥) is periodic with

period 𝑇 if 𝑥 is nonzero only at indices 𝑘 =𝑚 𝑛
𝑇
:
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Figure 2: Zero Padding on Input Tensor 𝑥 ∈ R2×2×2
to Gener-

ate the Padded Tensor 𝑥𝑝 ∈ RCin×(PHB+Hin+PHE )×(PWB+Win+PWE )

with PHB = PWB = PWE = 0 and PHE = 1.

Proof. 𝑋 [𝑘] = ∑𝑛−1
𝑖=0 𝑥 [𝑖]𝜔𝑘𝑖 =

∑𝑇−1
𝑗=0 𝑥 [ 𝑗

𝑛
𝑇
]𝜔𝑘 · 𝑗

𝑛
𝑇 ; For𝑘 < 𝑛−

𝑇 , 𝑋 [𝑘 + 𝑇 ] =
∑𝑇−1
𝑗=0 𝑥 [ 𝑗

𝑛
𝑇
]𝜔 (𝑘+𝑇 ) · 𝑗 𝑛

𝑇 =
∑𝑇−1
𝑗=0 𝑥 [ 𝑗

𝑛
𝑇
]𝜔𝑘 · 𝑗

𝑛
𝑇
+𝑗𝑛 =

𝑋 [𝑘], where the last equality holds because 𝜔 𝑗𝑛 = 1. Thus, 𝑋 is
periodic with period 𝑇 . □

This lemma holds for all DFT-based operations, including the
NTT and IDFT, as long as the condition 𝜔𝑛 = 1 is satisfied.

2.1.3 Homomorphic Operations. The encoding of ciphertext before
encryption influences the homomorphic operations on the cipher-
text. Slot Encoding supports element-wise addition, multiplication,
and cyclical rotation operations on each slot of the ciphertext. Coef-
ficient Encoding encodes the message vector into the coefficient of
the polynomial [25] and supports element-wise addition and con-
volution on these coefficients. Assume m and m1 are the message
representation of ct and ct1 (pt1).
Homomorphic Operation of Slot Encoding

HAdd(ct, ct1𝑜𝑟 pt1) : (𝑚[0]+𝑚1[0], . . . ,𝑚[𝑁2 −1]+𝑚1[𝑁2 −1]);
HMul(ct, ct1𝑜𝑟 pt1) : (𝑚[0]×𝑚1[0], . . . ,𝑚[𝑁2 −1]×𝑚1[𝑁2 −1]);
HRot(ct, 𝑟 ) : (𝑚[𝑟 ], . . . ,𝑚[𝑁2 − 1], . . . ,𝑚[𝑟 − 1]),
where 𝑟 is the rotation step and 𝑟 > 0 means left rotation. HAdd

and HMul also support the operation between ciphertext and plain-
text. HMul between ciphertexts and HRot with different rotation
steps need different evaluation keys evk.

2.1.4 Bootstrapping andManagement. The ciphertext of RNS-CKKS
only supports a limited depth of homomorphicmultiplication, which
is determined by its level. When the ciphertext level 𝑙 is reduced
to 0, it cannot be used for further homomorphic multiplication.
Bootstrapping [12, 34] is a time-consuming operation to recover
the ciphertext to a higher level 𝐿𝑏𝑜𝑜𝑡 for further computation. The
placement of bootstrapping within the computation graph is crucial
for reducing RNS-CKKS overhead, which requires careful manage-
ment, as demonstrated by Dacapo [16].

2.2 CNN Model and Weight-Sharing Property

Convolution Neural Network (CNN) [23, 29, 50] is a widely used
deep learning model for image classification [18], object detec-
tion [9], and segmentation [39]. CNN consists of multiple layers,
including the convolution layer [30], activation layer [41], pooling
layer [3, 5], and fully connected layer [4], to extract the features of
the input image. The most important and time-consuming layer in
CNN is the convolution layer.

2.2.1 Convolution Layer. For an input tensor 𝑥 ∈ RCin×Hin×Win ,
the convolution layer applies theweight filters𝑤 ∈ RCout×Cin×KH×KW

Figure 3: Packing the Output Tensor𝑦 ∈ R2×2×2
in the Output

Ciphertext cty using the CHW Packing Scheme [17]. The

neuron is packed from the ciphertext first slot to the last slot

according to the width, height, and channel dimension of 𝑦.

to the input tensor to generate the output tensor𝑦 ∈ RCout×Hout×Wout .
The parameters of convolution layer are defined in Tab. 1.
Zero PaddingThe input tensor 𝑥 ∈ RCin×Hin×Win is usually padded
with zeros [6] at the beginning and end of the height and width di-
mensions to generate the padded tensor 𝑥𝑝 ∈ RCin×(PHB+Hin+PHE )×
(PWB+Win+PWE ) , as shown in Fig. 2.
Convolution Operation For each output tensor data𝑦 [𝑐𝑜 , ℎ𝑜 ,𝑤𝑜 ],
𝑐𝑜 ∈ [0 . . Cout), ℎ𝑜 ∈ [0 . . Hout),𝑤𝑜 ∈ [0 . . Wout), the convolu-
tion operation is defined as:

𝑦 [𝑐𝑜 , ℎ𝑜 , 𝑤𝑜 ] =
Cin−1∑︁
𝑐𝑖=0

KH−1∑︁
𝑘ℎ=0

KW−1∑︁
𝑘𝑤=0

𝑥𝑝 [𝑐𝑖 , ℎ𝑜SH + 𝑘ℎ, 𝑤𝑜SW + 𝑘𝑤 ]

× 𝑤 [𝑐𝑜 , 𝑐𝑖 , 𝑘ℎ, 𝑘𝑤 ] + 𝑏 [𝑐𝑜 ],

(4)

where 𝑥𝑝 is the padded input tensor and 𝑏 is the bias. The to-
tal storage overhead of the weights in the convolution layer is:
CoutCinKHKW × 8Byte, where Cout, Cin, KH, KW, and 8Byte repre-
sent the number of output channels, input channels, height, and
width of the convolutional weight kernel, and the bit length of the
float64 number, respectively.
Down-sample Layer A down-sample layer is a type of pooling or
convolutional layer that reduces the height and width of the output
tensor using a stride SH > 1 or SW > 1.

2.2.2 Weight-Sharing Property. The weight-sharing property of the
convolution layer is that the same weight is applied to all the
height and width of the output tensor with the same channel (e.g.,
𝑦 [0, ℎ𝑜 ,𝑤𝑜 ], ℎ𝑜 ∈ [0 . . Hout),𝑤𝑜 ∈ [0 . . Wout)), which can be
leveraged to reduce the memory and storage overhead.

2.3 RNS-CKKS-based CNN and Weight Plaintext

Expansion

The computation pattern of the RNS-CKKS-based CNN model dif-
fers from its unencrypted counterpart because of the vectorized
homomorphic operations (HAdd, HMul, and HRot) on the cipher-
text. Here, we focus on the convolutional layer of the RNS-CKKS-
based CNN inference model. All data in Fig.3 and Fig.4 represent
the encoded/encrypted weights and neurons indices in the plaintext
and the ciphertext within the RNS-CKKS scheme.

2.3.1 CHW [17] Packing Scheme. Figure 3 shows an example of the
CHW packing scheme [17] of the output tensor 𝑦 ∈ R2×2×2. The
output tensor 𝑦 ∈ R2×2×2 is packed into the output ciphertext cty
according to the sequence of width, height, and channel dimension
of the tensor, where the channel is the outermost dimension and
width is the innermost dimension. Figure 4 shows the RNS-CKKS
computation of the convolutional layer using the CHW packing
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Figure 4: RNS-CKKS Computation of the Convolutional

Layer using CHW Packing Scheme [17].

scheme [17]. The input ciphertext ctx[0] is rotated (HRot) to gen-
erate the rotation ciphertext ctr to match the input channel size
(rotation step r=4) and the kernel size (r=2 and r=6) of the weight
filter𝑤 ∈ R2×2×2×1. Then these rotation ciphertexts are multiplied
(HMul) with the weight plaintext ptw and summation (HAdd) into
the output ciphertext cty[0]. The output ciphertext adds (HAdd)
the bias plaintext to generate the final output ciphertext, which is
ignored in Fig. 4. There are some packing optimizations to further
enhance the performance and are integrated in the RNS-CKKS-
based CNN inference model. Complex Packing [8] leverages the
imaginary part of the weight plaintext to reduce the number of ho-
momorphic operations. Reshaping Layer [48] reshapes the packing
scheme after down-sample convolution into CHW to reduce the
computation complexity and consumes 2 levels of the ciphertext.

2.3.2 Weight Expansion from Unencrypted CNN to RNS-CKKS-

based CNN Model. The weight used in the RNS-CKKS-based CNN
model differs from its unencrypted counterpart, requiring two steps
to generate the weight plaintext, as shown in Fig. 5. First, the weight
of the CNN model is packed into a weight vector, which serves as
the message representation of the weight plaintext. In this step,
due to the weight-sharing property, the weight is shared across the
height and width of the output tensor, causing the weight to be
repeated in the weight plaintext 𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡 times, where 𝐻𝑜𝑢𝑡 and
𝑊𝑜𝑢𝑡 represent the height and width of the output tensor. Next, the
weight plaintext is converted into the evaluation representation
using Slot Encoding and the NWNTT operation. On one hand, after
these steps, the repeated pattern in the weight plaintext is removed,
resulting in an increase in storage overhead by a factor of 𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡 ,
which accounts for the Weight Repetition expansion. On the other
hand, the weight plaintext must match the level of the input ciphertext
to perform the homomorphic operation, necessitating expansion to
the same level as the input ciphertext. This causes bit expansion by a
factor of 𝑙 + 1, where 𝑙 is the level of the weight plaintext. Through
this process, the weight expansion factor of the weight plaintext is:

Expansionweight plaintext = HoutWout × (𝑙 + 1), (5)

where Hout, Wout, and (𝑙 + 1), represent the height and width of
the output tensor, and the weight plaintext level, respectively.

Figure 5: Weight Expansion in RNS-CKKS-based CNN.

2.4 Threat Model

RNS-CKKS-based CNN inference can protect the privacy of the
user and the cloud during the inference process. The user encrypts
the private data in the input ciphertext according to the first layer’s
input neurons’ packing scheme and sends them to the cloud. The
cloud performs the RNS-CKKS-based CNN inference on the input
ciphertext layer by layer with the weight plaintext and sends the
output ciphertext of the final layer back to the user. The user de-
crypts the output ciphertext to get the inference result according
to the final layer’s output neurons packing scheme.

This work assumes the semi-honest threat model, where the user
and the cloud follow the protocol but try to infer the private data
of others [10, 24, 27, 32, 37]. The user has private data and wants
to get the inference result from the cloud. The cloud has the CNN
model and provides the inference service to the user. The data of
the user and the model of the cloud are secure and not leaked to the
other party. The privacy of the user is protected by the RNS-CKKS
scheme. The model of the cloud is secure as all the homomorphic
operations are performed on the cloud [27, 32].

3 Motivation

The storage size surge caused by weight plaintext expansion in
the RNS-CKKS scheme is a critical issue in RNS-CKKS-based CNN
inference on hardware devices. This issue is particularly signifi-
cant for large RNS-CKKS-based CNN models and motivates the
exploration of Weight Plaintext Compression.

3.1 Drawback of Weight Plaintext Expansion

Slot Encoding supports element-wise operations (i.e., HAdd, HMul)
and delivers efficient inference performance, but it suffers from a
significant increase in weight size in convolutional layers due to
the expansion of weight plaintext, as discussed in §2.3.2. Table 3
presents the weight size and latency for RNS-CKKS-based CNN
inference on a CPU, highlighting the drawback of weight plaintext
expansion. The size of the weight plaintext is 128 GB for ResNet-18
model [23]. This is significantly larger than the size of the weight
data, which is only 0.04 GB. This expansion persists as the CNN
model size increases (e.g., ResNet-50, ResNet-101, and larger mod-
els), demanding more memory and storage. This may cause out-
of-memory issues on hardware with limited memory, such as the
A100 GPGPU with 80 GB of memory.

Related Work and Limitations: Previous work employs sev-
eral methods to reduce the weight size in the RNS-CKKS scheme but
faces either increased computational overhead or lower compres-
sion rates, as shown in Tab. 2. These methods include Coefficients-
in-Slot (CinS) Encoding (NeuJeans) [24], Slot Encoding-MPCNN [32]
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Table 2: Comparison of the Overhead from Bootstrapping and the Storage Size of the Convolutional Layer. In this table, 𝑀

represents the number of convolution-polynomial combinations in the CNN model. 𝐿𝑝𝑜𝑙𝑦 (𝑖) and 𝐿𝑐𝑜𝑛𝑣 (𝑖) denote the level

consumption of the 𝑖-th polynomial and convolutional layer in convolution-polynomial combination, respectively. 𝐿𝑏𝑜𝑜𝑡 refers

to the level that can be used for computing the convolutional or polynomial layer between two bootstrapping operations.

𝐶 is the number of channels in the input tensor, and 𝑛𝑜𝑢𝑡 is the number of output ciphertexts. 𝐻𝑜𝑢𝑡 and𝑊𝑜𝑢𝑡 represent the

number of height and width of the convolutional layer’s output tensor that fits into ciphertext’s polynomial ring degree 𝑁 . 𝐾

denotes convolutional layer’s kernel size. 𝑙 is ciphertext level, with each level having a size of 𝑁 × 8𝐵 (UINT64). MPCNN and

HyPHEN packing are optimized through advanced techniques such as complex packing [8], CHW [17, 32], and the Reshaping

Layer [48]. These methods double the slot encoding packing length by packing tensors into their real and imaginary part

and refining the overall packing scheme. CinS Encoding is converted to the Slot Encoding for multiplication polynomial

layers, which necessitates bootstrapping for each convolution-polynomial combination. Slot Encoding method allows flexible

management of the assignment of bootstrapping operations between the polynomial and convolutional layers. The storage size

of CinS-NeuJeans is extended from the NeuJeans [24] to support convolutional layers with multi-ciphertext input and output.

Encoding-Packing Method

Bootstrapping Overhead Convolutional Layer

Lower Bound

# of Bootstrapping Node

Free Bootstrapping

Management

Storage Size (Byte)

CinS-NeuJeans [24] 𝑀 +∑𝑀−1
𝑖=0 ⌈𝐿𝑝𝑜𝑙𝑦 (𝑖 )−𝐿𝑏𝑜𝑜𝑡

𝐿𝑏𝑜𝑜𝑡
⌉ % 𝑛𝑜𝑢𝑡𝐶 × (𝑙 + 1) × 8𝑁

Slot-MPCNN [32]
⌈
∑𝑀−1

𝑖=0 (𝐿𝑝𝑜𝑙𝑦 (𝑖 )+𝐿𝑐𝑜𝑛𝑣 (𝑖 ) )−𝐿𝑏𝑜𝑜𝑡
𝐿𝑏𝑜𝑜𝑡

⌉ !
𝐾2 × 𝑛𝑜𝑢𝑡𝐶 × (𝑙 + 1) × 8𝑁

Slot-HyPHEN [26] 1
𝑛𝑜𝑢𝑡

× 𝐾2 × 𝑛𝑜𝑢𝑡𝐶 × (𝑙 + 1) × 8𝑁
Slot-WPC (Ours)

2
𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡

× 𝐾2 × 𝑛𝑜𝑢𝑡𝐶 × (𝑙 + 1) × 8𝑁

Table 3: Weight Size and Latency for RNS-CKKS-based CNN

Inference with Slot Encoding-MPCNN [32] on CPU. The acti-

vation and dataset used are Hermite [42] and ImageNet [18].

Details about the CNN model, RNS-CKKS parameters, and

CPU are provided in §7.1. The Boot, Conv+Poly, and Weight

Plaintext Generation latencies represent the time taken for

bootstrapping, the computation of convolutional and poly-

nomial layers, and the generation of weight plaintext.

Model

Size (GB) Latency (s)

CNN

Weight

Weight

Plaintext

Boot

Conv+

Poly

Weight

Plaintext

Generation

ResNet-18 0.04 128 478.5 273.6 890.8

ResNet-50 0.11 306 1114.0 460.9 1678.0

with on-the-fly weight plaintext generation, and Slot Encoding-
HyPHEN [26] with weight plaintext reuse. NeuJeans exploits the
property that encrypted multiplication is equivalent to the convolu-
tion operation on the encoded data, which is leveraged in convolu-
tional layers to reduce the size of weight plaintext and achieve the
state-of-the-art performance. As shown in Tab. 2 (Convolutional
Layer Storage Size), CinS Encoding generally results in a lower
storage size compared to Slot Encoding-MPCNN [32]. However,
the bootstrapping overhead of CinS Encoding is higher due to the
increased number of bootstrapping operations. CinS Encoding does
not support element-wise multiplication. Therefore, each output
ciphertext of the convolution layers must be bootstrapped and
converted into Slot Encoding to perform element-wise polynomial
activation operations. This conversion restricts optimizations in
bootstrapping management [16], as shown in Tab. 2 (Bootstrapping
Overhead). In contrast, Slot Encoding supports all element-wise
operations and can compute convolution and polynomial activation

Table 4: Reasons for Weight Plaintext Expansion in RNS-

CKKS-based Convolutional Layers. The term HoutWout rep-
resents the number of neurons in one channel of the output

tensor. 𝑙 is the level of the weight plaintext. The typical val-

ues are based on the RNS-CKKS-based ResNet-18 [23] model

applied to the ImageNet [18] dataset, using the RNS-CKKS

parameters from MPCNN [32].

Reason Expansion Factor Typical Value

a) Weight Repetition HoutWout 82, 162, 322, 642
b) Bit Expansion 𝑙 + 1 2 to 17

layers within the same scheme. As a result, bootstrapping optimiza-
tions can be applied more freely, reducing computational overhead.
However, generating the weight plaintext on-the-fly—by storing
only the original CNNweights (MPCNN)—incurs significant latency
overhead. As shown in Tab. 3, generating the weight plaintext on-
the-fly increases latency by a factor of 478.5+273.6+890.8

478.5+273.6 = 2.18×
and 1114.0+460.9+1678.0

1114.0+460.9 = 2.07× compared to bootstrapping, convo-
lution, and polynomial layer computations, respectively. On the
other hand, HyPHEN [26] leverages the weight plaintext reuse
method across several ciphertexts in the same convolutional layer
by splitting the height dimension. However, it achieves only a mod-
est compression rate, since the number of ciphertexts is typically
limited [8, 48]. This still results in out-of-memory issues for large
models. Based on this analysis, we observe:

Observation 1. Slot Encoding [8, 26, 32, 48] results in lower boot-
strapping overhead compared to CinS Encoding [24] in RNS-CKKS-
based CNN inference because of the freedom in bootstrapping man-
agement optimizations, but it requires a large storage and memory
size for the weight plaintext.
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The weight plaintext expansion in RNS-CKKS-based convolu-
tion layers using Slot Encoding arises from two factors: Weight
Repetition and Bit Expansion, as introduced in §2.3.2 and illustrated
in Fig. 5. Among these, Weight Repetition is the primary cause of
the surge in storage size in the Slot Encoding scheme, as shown in
Tab. 4. The typical values for Weight Repetition in ResNet models
on the ImageNet dataset [18] are 82, 162, 322, 642, which are signifi-
cantly larger than the Bit Expansion factor, which ranges from 2 to
17. Based on this analysis, we make the following observation:

Observation 2. The weight repetition in the message representa-
tion of the weight plaintext in RNS-CKKS-based convolution layers
primarily causes the increase in storage size in Slot Encoding [32, 48].

3.2 Computation-Efficient Compression Method

According to Observation 1, Slot Encoding has the computational
advantage of supporting element-wise multiplication operations,
which are crucial for CNN inference. However, it suffers from a
significant increase inweight size due to weight plaintext expansion.
As stated in Observation 2, the primary cause of weight plaintext
expansion is weight repetition. This expansion negatively affects the
performance of RNS-CKKS-based CNN inference on hardware with
limited memory capacity, leading to increased storage and memory
requirements or higher inference latency due to online weight
plaintext generation. Therefore, this work focuses on handling
weight repetition and compressing the weight plaintext in RNS-
CKKS-based convolution layers using Slot Encoding [32, 48] to
reduce storage size and improve inference performance.

As introduced in §2.1.2, the data in the message representation of
the weight plaintext is converted into the evaluation representation
for homomorphic operations through the IDFT and NTT operations
during the Slot Encoding and NWNTT processes. These opera-

tions leverage the Periodic and Discrete Conversion Property

of DFT [7, 47] (Lemma 1), which can be used for compression

if the input data exhibits periodic patterns or discrete values

at fixed intervals. This enables the compression of the weight
plaintext in RNS-CKKS-based convolution layers, as the current
message representation contains redundant information due to
weight repetition. However, the current message representation of
the weight plaintext does not fully satisfy the compressed pattern
of the Periodic and Discrete Conversion Property. Compressing
the repeated weights in the message representation of the weight
plaintext presents the following challenges:
• Theoretical Proof of Compression Pattern: How can we
theoretically demonstrate which data patterns in the message rep-
resentation can be compressed through the conversion process
from the message representation to the evaluation representation
in the RNS-CKKS Slot Encoding scheme? §5 details the solution.
• Practical Implementation of Compression: How can we im-
plement the identified compression patterns in the message rep-
resentation of the weight plaintext in RNS-CKKS-based CNN in-
ference models to reduce the storage size and improve inference
performance? This is solved in §6.

In the following sections, we introduce the Weight Plaintext
Compression (WPC) to address these challenges to reduce the size
of the weight plaintext in RNS-CKKS-based CNN inference.

4 Overview

WPC enables computational efficiency through flexible bootstrap-
ping management and storage size reduction by leveraging the
properties of DFT, as shown in Tab. 2 (Slot-WPC). The storage size
of the weight plaintext for WPC is given by:

# of weight plaintext × Storage Size of each weight plaintext

= 𝑛𝑜𝑢𝑡2𝐾2𝐶 × (𝑙 + 1) × 8𝑁
𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡

=
2

𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡
× 𝑆𝑡𝑜𝑟𝑎𝑔𝑒MPCNN [32]

(6)
where # of weight plaintext and Storage Size of each weight plaintext
are defined in Eq. 7 and Eq. 8, respectively. Compared to Slot En-
coding with the state-of-the-art packing scheme [32], our method
achieves a weight plaintext compression rate of 𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡

2 , where
𝐻𝑜𝑢𝑡 and𝑊𝑜𝑢𝑡 are the height and width of the output tensor in the
output ciphertexts, respectively.

4.1 Optimization Flow of WPC

WPC focuses on compressing the weight plaintext in RNS-CKKS-
based CNN inference to reduce memory footprint. As discussed
in §3.2, the weight repetition in the message representation of the
weight plaintext, combined with the Periodic and Discrete Con-
version Property of the DFT [7, 47], enables the compression of
the weight plaintext. First, we introduce and formally prove the
Periodic Transmit Theorem in §5, which demonstrates that the
periodicity in the message representation of the weight plaintext
can be preserved and transmitted to the evaluation representation
within the RNS-CKKS Slot Encoding scheme and NWNTT. This
preserves the possibility for compression in the evaluation repre-
sentation. Second, based on this theorem, we design the Channel
Innermost Packing Scheme (CIPS) in §6, incorporating the opti-
mization technique of Rotation Padding. The key idea is to pack
original repeated weights in the weight plaintext into the periodic
pattern by repacking the original inner dimension into the outer
dimension of the weight plaintext. Through this repacking, the
original repeated weights are packed into a constant interval and
the final weight-plaintext has a periodic structure. Through the
CIPS and Rotation Padding techniques, the evaluation represen-
tation of the weight plaintext can be compressed, leveraging the
Periodic Transmit Theorem, addressing the expansion factor of
weight repetition shown in Tab. 4 and Eq. 5 (𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡 ), and achiev-
ing a significantly reduced storage size. This enables the storage
of all weight plaintext in memory and eliminates the need for the
computationally expensive online weight plaintext generation.

5 Theoretical Proof of Compression Pattern

As analyzed in §3.1, the expansion of weight repetition in the eval-
uation representation of the weight plaintext is the primary cause
of the surge in storage size, which in turn increases the inference
latency or memory footprint. In this section, we analyze the con-
version process (Slot Encoding scheme and NWNTT operation,
introduced in §2.1.2) between different representations in the RNS-
CKKS [13, 14] plaintext and propose that the periodic data pat-

tern in the message representation of the weight plaintext

can be transmitted to the evaluation representation, enabling
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Figure 6: Slot Encoding and NWNTT Process of Periodic Data

with a Length of 8 and a Period of 2 in the RNS-CKKS Scheme.

When the message representation of the plaintext contains

periodic datawith a period of 2, the corresponding evaluation

representation, after applying Slot Encoding and NWNTT,

results in periodic data with a period of 4.

storage size reduction. This compression opportunity is a key find-
ing of this work and supports the weight plaintext compression for
the RNS-CKKS-based CNN inference discussed in §6.

5.1 Periodic Transmit

DFT-based Conversion Process in RNS-CKKS from Message

to Evaluation Representation: The Slot Encoding process in the
RNS-CKKS scheme transforms the data in the message representa-
tion into the coefficient representation using the IDFT operation
(Eq. 2). The NTT operation (Eq. 3) then converts the coefficient
representation into the evaluation representation, which is the fi-
nal form of the plaintext used for homomorphic operations. Both
the IDFT and NTT operations exhibit the periodic and discrete
conversion property (Lemma 1). Periodic data in the message rep-
resentation is transformed into discrete values in the coefficient
representation, and then these discrete values are converted into
periodic data in the evaluation representation, which can be com-
pressed. By leveraging this lemma, we derive the following theorem:

Theorem 1. Periodic Transmit: In the Slot Encoding and NWNTT
process of RNS-CKKS, if the plaintext data in the message representa-
tion is periodic with length 𝑛 and period 𝑇 , then the corresponding
plaintext data in the evaluation representation will retain periodicity
with length 2𝑛 and period 2𝑇 .

We use a toy example in Fig. 6 to illustrate the Slot Encoding
process, showing how periodic data is transferred from the mes-
sage representation to the coefficient representation, and how the
NWNTT process further transforms the data into the evaluation
representation. This example helps validate the theorem.

Proof. Let the data be a sequence of length 𝑛 with a period of
𝑇 . The following steps outline how the periodic data is processed
through the Slot Encoding and NWNTT operations: 1○ IDFT: Trans-
forms the periodic data in the message representation into discrete

Figure 7: Offline Compression, Online Decompression, and

Polynomial Operations on the Periodic Transmit Plaintext

with Ring Degree 𝑁 = 16 and Level 𝑙 = 1.

values at integer multiples of 𝑛/𝑇 , as defined in Lemma 1. 2○Multi-
ply Scale Factor: Maintains the discrete values at integer multiples
of 𝑛/𝑇 . 3○ Split the Real and Imaginary Part: Further transforms the
discrete values into the discrete values at integer multiples of 2𝑛/2𝑇
in the coefficient representation. The length of the data is doubled.
4○Multiply scalar for Negative Wrapper Convolution: Maintains
the discrete values at integer multiples of 2𝑛/2𝑇 . 5○ NTT: Converts
the discrete values into periodic data with a period of 2𝑛

2𝑛/2𝑇 = 2𝑇 in
the evaluation representation, as described in Lemma 1. The length
of the final result is 2𝑛, and the period is 2𝑇 . □

Remark 1. Benefit of Periodic Transmit: Theorem 1 shows that a
periodic pattern exists in the evaluation representation of the RNS-
CKKS plaintext if the data in the message representation is periodic.
Thus, for each polynomial of the plaintext, the weight repetation ex-
pansion ratio of the data in the evaluation representation is reduced
to a factor of 2𝑇

𝑇
× = 2×, instead of 2𝑛

𝑇
×, assuming the data is purely

periodic, where 𝑛 is the slot number of the plaintext data in the mes-
sage representation, 2𝑛 = 𝑁 is the polynomial ring degree, and 𝑇 is
the period of the data in message representation. Specifically, if the
message representation contains complex data, there is no expansion
in the evaluation representation. This significant reduction in data
expansion helps mitigate the storage size surge.

5.2 Compression and Decompression

The plaintext of Periodic Transmit in the evaluation representation
exhibits a periodic structure, which enables the compression process
to store only a single period of the data. During decompression, the
compressed plaintext is read and replicated 𝑁

2𝑇 times to reconstruct
its full evaluation representation, where 𝑁 and 2𝑇 denotes the
polynomial ring degree and period of the data in the evaluation
representation.

Figure 7 illustrates an example of the compression and decom-
pression process with a polynomial ring degree of 𝑁 = 16 and level
𝑙 = 1. The message (message representation) and plaintext polyno-
mials (evaluation representation) exhibit periodicities of 2 and 4,
respectively. This results in a compression rate of 4 for the plaintext.
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The following describes the Periodic Transmit (PT) compression
and decompression with polynomial operations:

PT-Compression:Themessage is first encoded and transformed
into the evaluation representation using Slot Encoding andNWNTT,
respectively. This step converts a period-2 structure in the message
representation into a period-4 structure in the evaluation represen-
tation, as shown in Fig. 7 1○. The evaluation representation of the
plaintext consists of 𝑙 + 1 = 2 polynomials. Next, compression is
applied by retaining only one period of data for each polynomial,
as shown in Fig. 7 2○. The resulting compressed data occupies 4×
less memory than the full evaluation representation.

PT-Decompression: In the online phase, the compressed plain-
text is decompressed by copying the stored period four times for
each polynomial, thereby reconstructing the complete evaluation
representation, as illustrated in Fig. 7 3○.

Polynomial Operations: Subsequent polynomial operations,
such as element-wise multiplication and addition, are executed
directly on the decompressed evaluation representation in conjunc-
tion with the ciphertext polynomials, as depicted in Fig. 7 4○.

Remark 2. Decompression Pattern and Polynomial Indexing: Dif-
ferent RNS-CKKS libraries may use different polynomial indexing
schemes and lead to different decompression patterns. Figure 7 illus-
trates only the case of the standard (vanilla) indexing scheme, where
coefficients are ordered as 0, 1, 2, . . . , 𝑁 −1. For other indexing schemes,
the decompression ratio remains the same, but the decompression pat-
tern must be adjusted to account for differences in indexing.

6 Practical Implementation of Compression

Theorem 1, Periodic Transmit, shows that plaintext with a periodic
message representation can be compressed in its evaluation repre-
sentation. However, this cannot be directly applied to the weight
plaintext in the RNS-CKKS-based CNN inference model due to the
non-periodic structure of its message representation. As shown in
Fig. 4, the message representation of the weight plaintext in the
CHW packing scheme [17] (introduced in §2.3) exhibits repetition
in certain slot positions other than periodic data (e.g., Fig. 4 slot 0
to 3 of ptw[0,0,0,0,0] and ptw[0,0,1,0,0]).

In this section, we propose theChannel Innermost Packing Scheme
(CIPS) and Rotation Padding to compress the weight plaintext in the
RNS-CKKS-based CNN model. These techniques make the message
representation of the weight plaintext periodic, enabling the use
of the Periodic Transmit Theorem. CIPS generates periodic data in
the message representation of the weight plaintext by exploiting
the weight-sharing property (introduced in §2.2.2). In the CHW
packing scheme [17], the height and width dimensions of the tensor
are packed into the innermost dimension of the input and output
ciphertexts. This arrangement leads to the weight repetition of
the weight plaintext, as the same weight is shared across different
neurons within the same channel, as illustrated in Fig. 4. To leverage
both Periodic Transmit Theorem and the weight-sharing property,
we propose the CIPS: CIPS packs the channel dimension into the
innermost dimension and the height and width dimensions into the
outermost dimension in the message representation of the ciphertext.
Using CIPS, part of theweight plaintext consists of periodic data.We
further propose the Rotation Padding to make the weight plaintext

Algorithm 1 Channel Innermost Packing Scheme (CIPS)
ct[i] [j] denotes the j-th slot in the ciphertext ct[i].
Notations are defined in Tab. 1.
Input Tensor 𝐴 ∈ RCA×HA×WA and packing length n.
Output Ciphertext ct with pack parameters H,W, C.
1: Set all slot in the ciphertext ct to zero.
2: H = 2⌈log

HA
2 ⌉ , W = 2⌈log

WA
2 ⌉ , C = n

HW
3: for i ∈ [0 . . ⌈CA

C ⌉) do
4: for j ∈ [0 . . n) do
5: c = j mod C
6: w = ⌊ j

C ⌋ mod W, h = ⌊ j
WC ⌋ mod H

7: if h < HA and w < WA and c + iC < CA then

8: ct[i] [j] = 𝐴[c + iC, h,w]

Figure 8: Packing the Output Tensor𝑦 ∈ R2×2×2
in the Output

Ciphertext cty using the CIPS. The neuron is packed from the

ciphertext first slot to the last slot according to 𝑥 ′𝑠 channel,
width, and height dimension.

fully periodic in the message representation by padding adjacent
neurons in the input ciphertext to the input tensor.

6.1 CIPS Packing and Computation Scheme

This subsection first defines the packing and computation scheme
of CIPS, which determines how the weight data is encoded in
the weight plaintext. All data in Fig.8 and Fig.9 represent the en-
coded/encrypted weights and neurons indices in the plaintext and
the ciphertext within the RNS-CKKS scheme.

6.1.1 Pack Neuron Data in Ciphertext Slot using CIPS. Algorithm 1
shows the packing algorithm of the CIPS. For the tensor 𝐴 ∈
RCA×HA×WA and the packing length 𝑛, Alg. 1 shows the case that
one channel of the tensor (HAWA neurons) can be packed into the
𝑛 slot of the ciphertext for simplicity. line 2: First, the height and
width dimensions are aligned to the power of 2 to calculate the pack
parameters H and W. The number of channels in one ciphertext is
C = 𝑛

HW and the total number of ciphertexts is ⌈CA
C ⌉ . line 3-8: For

each ciphertext, the neuron data is packed into the slot of cipher-
text channel by channel (line 8), where the channel dimension is
packed into the innermost dimension (line 5) and the height and
width dimensions are packed into the outermost dimension (line
6). Figure 8 shows an example that CIPS packs the output tensor
𝑦 ∈ R2×2×2 into the ciphertext with the packing length 𝑛 = 8. The
pack parameters are H = 2, W = 2, and C = 2. The channel di-
mension is packed into the innermost dimension of the ciphertext,
so there are continues neurons in the ciphertext with the same
height and width. For example, the cty[0] in Fig. 8 has the same
height and width for each 2 slots (e.g., slot 0, 1 or slot 2, 3). For
the case that one channel of the tensor can not be packed into one
ciphertext (e.g., only the first layer of the ResNet model [23] on
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Algorithm 2 CIPS RNS-CKKS-based Convolutional Layer
Notations are defined in Tab. 1 and Alg. 1.
Input Input Ciphertexts ctx with pack parameters H,W, C
Input Weight Plaintext ptw with kernel size KH, KW
Input Padding Parameters PHB, PWB
Input Stride Parameters SH, SW
Output Output Ciphertexts cty
1: Encrypt cty with all zero slots
2: rbase = PHBWC + PWBC
3: for i ∈ [0 . . #ctx) do
4: for kh ∈ [0 . . KH); kw ∈ [0 . . KW) do
5: for c ∈ (−C . . C) do
6: r = khWC + kwC + c − rbase
7: ctr[i, c, kh, kw] = HRot(ctx[i], r)
8: for o ∈ [0 . . #cty) do
9: for i ∈ [0 . . #ctx) do
10: for kh ∈ [0 . . KH); kw ∈ [0 . . KW) do
11: for c ∈ (−C . . C) do
12: ctt = HMul(ctr[i, c, kh, kw], ptw[o, i, c, kh, kw])
13: cty[o] = HAdd(cty[o], ctt)

the ImageNet [18]), CIPS splits the height and width dimensions
into several parts in several ciphertexts. After the down-sample
layer, the packing scheme changes [32], with the channel dimen-
sion inserted between the height and width dimensions. To restore
the CIPS scheme, we apply the reshaping layer proposed by [48]
to transform the output ciphertext of the down-sample layer. This
reshaping layer consumes one level of the ciphertext.

6.1.2 Set RNS-CKKS Computation. Algorithm 2 shows the compu-
tation algorithm of the CIPS convolution layer in the RNS-CKKS
scheme. The input are the input ciphertext ctx, the weight plaintext
ptw, and parameters. line 2-7 : the input ciphertext ctx are rotated
for kernel size (line 4) and input channel (line 5) to generate the ro-
tation ciphertext ctr (line 7 ). The padding operations may misalign
the input and output ciphertexts, which affects the rotation step
(line 6). The rotation base rbase (line 2) is calculated by the padding
parameters PHB and PWB to handle the alignment of the input ci-
phertext and the output ciphertext. line 8-13: the output ciphertext
cty are computed by multiplication these rotation ciphertext ctr
with the weight plaintext ptw and summation. We can use the baby
step giant step algorithm [12] to reduce the homomorphic rotation
operations HRot. Specifically, the baby step giant step algorithm
decomposes the rotation operation into two parts: the baby step
and the giant step, with the giant step following the multiplication
operation. Figure 9 shows CIPS RNS-CKKS-based convolution layer.
The ciphertext ctx[0] and cty[0] are packed using the CIPS with
the vector length 𝑛 = 8. The input ciphertext ctx[0] is rotated to
generate the rotation ciphertext ctr, which are multiplied with the
weight plaintext ptw to generate the output ciphertext cty[0]. The
total number of weight plaintext for the CIPS is:

# of weight plaintext ≈ 𝑛𝑜𝑢𝑡 × 2 × 𝐾2 × 𝐶, (7)

where𝑛𝑜𝑢𝑡 is the number of output ciphertexts (cty),𝐾 is the kernel
size (assumed KH = KW), and 𝐶 is the number of input channels.

Figure 9: CIPS RNS-CKKS Computation of the Convolution

Layer. Part of themessage representation of the weight plain-

text is periodic using zero padding. After applying Rotation

Padding, the weight plaintext becomes fully periodic.

6.1.3 Make Periodic Message Representation Data of Weight Plain-

text. Similar to unencrypted CNN model, the weight data in RNS-
CKKS-based CNNmodel (weight plaintext) is independent of the in-
put data. It is generated in the offline phase and used in the online in-
ference phase. In the RNS-CKKS-based CNNmodel, the positions of
neurons in the rotation ciphertext and output ciphertext determine
the encoded data (Message Representation) in the weight plaintext.
Figure 9 illustrates the Message Representation of the weight plain-
text in the CIPS RNS-CKKS-based convolution layer, which can be
inferred from the rotation ciphertext, output ciphertext, and the
computation. For example, the slot 1 of the weight plaintext filter
ptw[0,0,0,0,0] is multiplied with the slot 1 of the rotation ciphertext
ctr[0,0,0,0] to generate the slot 1 of the output ciphertext cty[0].
The input and output neurons are 𝑥1 = 𝑥 [1, 0, 0] and 𝑦1 = 𝑦 [1, 0, 0].
So the corresponding weight filter is 𝑤6 = 𝑤 [1, 1, 0, 0] according
to the convolution Equation 4.

6.1.4 Leverage Periodic Transmit Theorem. Part of the weight plain-
text before encoding is periodic data with a period of 2 in Fig. 9
(e.g., ptw[0,0,0,0,0], ptw[0,0,1,0,0] and ptw[0,0,-1,0,0]), which can
be used to compress the plaintext in the RNS-CKKS scheme for
the Theorem 1 Periodic Transmit. The weight plaintext is store in
the evaluation representation by keeping only a single copy of the
periodic data. Using the CIPS packing scheme, the storage size of
one weight plaintext is:

Storage Size of each weight plaintext =
(𝑙 + 1) × 8𝑁
𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡

, (8)

where 𝐻𝑜𝑢𝑡 and𝑊𝑜𝑢𝑡 are the number of height and width of the
convolutional layer’s output tensor that fits into ciphertext’s poly-
nomial ring degree 𝑁 . 𝑙 is the level of the weight plaintext, with
each level having a storage size of 𝑁 × 8𝐵 (UINT64). Each weight
plaintext is compressed by 𝑛

𝑇
= 𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡 times, where 𝑛, 𝑇 , and
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Figure 10: Rotation Padding on the Input 𝑥 ∈ R2×2×2
to Gener-

ate the Padded Tensor 𝑥𝑝 ∈ RCin×(PHB+Hin+PHE )×(PWB+Win+PWE )

with PHB = PWB = PWE = 0 and PHE = 1.

𝐻𝑜𝑢𝑡𝑊𝑜𝑢𝑡 are the packing length, the period length, and the height
and width of the output tensor, respectively.

6.2 Rotation Padding for Non-Periodic Plaintext

Part of the weight plaintext is periodic data in the message represen-
tation using the CIPS packing scheme. However, it is challenging
to apply the Periodic Transmit Theorem in the RNS-CKKS-based
CNN inference model to all the weight plaintext due to the non-
periodic data before encoding, as shown in Fig. 9 ptw[0,0,0,1,0],
ptw[0,0,1,1,0] and ptw[0,0,-1,1,0]. The zero value in slot 4-7 of these
weight plaintext blocks the periodic data in the weight plaintext
and makes the weight plaintext non-periodic. In this subsection,
we propose the Rotation Padding to overcome this problem and
achieve the periodic data in all the weight plaintext.

6.2.1 Root Cause of Non-Periodic Weight Plaintext. Part of the
message representation of the weight plaintext consists of non-
periodic data in the RNS-CKKS-based CNN model, which is caused
by 1): The non-power-of-2 height andwidth dimensions of the input
and output tensor; 2): Zero padding and the cyclical rotation (HRot)
in the RNS-CKKS scheme. First, the non-power-of-2 dimensions of
the input and output tensor cause a series of zero-weight data in
the message representation of the weight plaintext for non-packed
slots (which do not satisfy the condition of line 7 in Alg. 1). Second,
the cyclical rotation in the RNS-CKKS scheme shifts the positions
of the zero-padded data with adjacent data in the input ciphertext,
resulting in non-periodic data in the weight plaintext. As shown in
Fig. 9, the weight plaintext values ptw[0,0,0,0,0], ptw[0,0,1,0,0], and
ptw[0,0,-1,0,0] exhibit periodic pattern with a period of 2, while
other values are non-periodic. These non-periodic values in the
plaintext are caused by slots 4-7, which correspond to the output
neurons 𝑦4 = 𝑦 [0, 1, 0], 𝑦5 = 𝑦 [1, 1, 0], 𝑦6 = 𝑦 [0, 1, 1], and 𝑦7 =

𝑦 [1, 1, 1] in the output ciphertext cty[0]. The required input neurons
for these four output neurons are {𝑥4 = 𝑥 [0, 1, 0],𝑥5 = 𝑥 [1, 1, 0]}, {𝑥4,
𝑥5}, {𝑥6 = 𝑥 [0, 1, 1], 𝑥7 = 𝑥 [1, 1, 1]}, and {𝑥6, 𝑥7}, with zero padding.
If zero padding exists in slots 4-7 of the rotation ciphertext, the
weight plaintext in slots 4-7 can be set to the same values as slots
0-3, thereby making the weight plaintext periodic. However, due
to the cyclical rotation, these slots in the rotation ciphertext are
packed with the first row of the input tensor 𝑥 {𝑥0 = 𝑥 [0, 0, 0],

𝑥1 = 𝑥 [1, 0, 0]}, {𝑥0, 𝑥1}, {𝑥2 = 𝑥 [0, 0, 1], 𝑥3 = 𝑥 [1, 0, 1]}, {𝑥2, 𝑥3},
resulting in the weight plaintext in slots 4-7 being zero, thus making
the weight plaintext non-periodic.

6.2.2 Rotation Padding. We propose the Rotation Padding to make
the weight plaintext periodic in the RNS-CKKS-based CNN model:
First, Rotation Padding expands the height and width dimensions
of the input and output tensor to powers of 2. Second, the adjacent
same-channel neurons in the input ciphertext are padded to the input
tensor. Figure 10 illustrates the second step of Rotation Padding.
The adjacent neurons of 𝑥6 = 𝑥 [0, 1, 1] and 𝑥7 = 𝑥 [1, 1, 1] in the
input ciphertext ctx[0] are 𝑥0 = 𝑥 [0, 0, 0] and 𝑥1 = 𝑥 [1, 0, 0], which
are padded to the end of the input tensor 𝑥 . The same analysis can
be applied to the other neurons and the padded tensor 𝑥𝑝 is shown
in Fig. 10. The needed input neurons of the slot 4-5, 6-7 neurons in
output ciphertext cty[0] in Fig. 9 (𝑦 [:, 1, 0] and𝑦 [:, 1, 1]) are changed
to {𝑥4 = 𝑥 [0, 1, 0], 𝑥5 = 𝑥 [1, 1, 0], 𝑥0 = 𝑥 [0, 0, 0], 𝑥1 = 𝑥 [1, 0, 0]}
and {𝑥6 = 𝑥 [0, 1, 1], 𝑥7 = 𝑥 [1, 1, 1], 𝑥2 = 𝑥 [0, 0, 1], 𝑥3 = 𝑥 [1, 0, 1]}
with Rotation Padding. The slot 4-7 of the weight plaintext can be
set to the same value as the slot 0-3 to make the weight plaintext
periodic data. As shown in Fig. 9, by applying the Rotation Padding
to the input tensor, the weight plaintext are all periodic in the
message representation and can be compressed in the evaluation
representation using PT Compression in §5.2.

7 Evaluation

7.1 Experimental Setup

7.1.1 RNS-CKKS Parameters. The paper uses RNS-CKKS param-
eters with 𝑁 = 216, log𝑄𝑃 = 1531, Δ = 245 and 𝐿𝑏𝑜𝑜𝑡 = 9 for the
implemented baselines, MPCNN and HyPHEN, as well as for WPC.
The RNS-CKKS parameters of NeuJeans are based on the original
paper [24]. These parameters satisfy a security level of 𝜆 > 128.

7.1.2 CNN Models, Datasets, and Training Configuration. We eval-
uate the performance of WPC on the ResNet [23] and VGG [49]
models, using the ImageNet and Tiny-ImageNet datasets [18], as
well as the CIFAR dataset [28]. The ResNet architectures—ResNet-
50, ResNet-101, and ResNet-200—use the BasicBlock [23] in stages 1
through 4 with {3, 6, 12, 3}, {3, 12, 30, 3}, and {3, 24, 66, 3} layers, re-
spectively. The VGG architecture increases the number of channels
in the convolutional layers to fully utilize all slots in the RNS-CKKS
scheme, ensuring that the product of each layer’s𝐶𝐻𝑊 is a multiple
of 32768. The ImageNet dataset consists of 1,200,000 training im-
ages, 50,000 validation images, and 1,000 classes. For the encrypted
accuracy evaluation, we randomly select 1,000 validation images
from the ImageNet validation dataset. We modify the CNN models
by replacing the maximum pooling layer [5] with a convolutional
layer. We replace the ReLU activation function with the Degree-2
Hermite polynomial activation function [42] or use the Minimax
polynomial activation function [33] to approximate it (PolyReLU).
The PolyReLU function consumes 14 levels of RNS-CKKS cipher-
text. We train the models using the PyTorch framework [43] on an
NVIDIA A100 GPGPU. The AdamW optimizer [36] is used with a
learning rate of 4e-3 and a weight decay of 5e-2. A batch size of 128
is employed, and the model is trained for 200 epochs. The learning
rate follows a cosine annealing schedule [35]. The fine-tuning is
same as the training procedure, with the learning rate set to 1e-4 to
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Table 5: Weight Plaintext Size and Inference Latency of Different Convolutional Layers in MPCNN and WPC. The RNS-CKKS-

based convolutional layers are computed at ciphertext level 2. The hardware is the Intel 8480+ CPU. Cout, Cin, K, S, H and W

represent the number of output channels, input channels, kernel size, stride, height and width of the input tensor, respectively.

Layer ID

Layer Parameters Weight Plaintext Size (MB) Latency (s)

Cout Cin K S H, W MPCNN WPC

Compression

Rate

MPCNN WPC

SpeedUp

HRot HMul Other Generate Total HRot HMul Other Total

0 64 3 3 2 256 865.69 5.32 162.72× 1.51 0.75 0.46 9.96 12.68 2.14 1.41 0.86 4.41 2.88×
1 64 64 3 1 64 3456.70 2.62 1319.35× 2.01 1.69 1.02 22.41 27.13 2.94 3.17 1.90 8.01 3.39×
2 128 64 3 2 64 8801.56 293.96 29.94× 2.96 3.38 2.03 44.82 53.19 4.66 8.87 5.33 18.86 2.82×
3 128 64 1 2 64 2656.32 59.82 44.41× 1.10 0.38 0.23 4.98 6.69 1.66 0.99 0.60 3.25 2.06×
4 128 128 3 1 32 3456.70 6.05 571.36× 1.99 1.69 1.01 22.41 27.10 3.43 4.91 2.95 11.29 2.40×
5 256 128 3 2 32 7467.12 580.52 12.86× 2.88 3.38 2.03 44.82 53.11 5.13 11.09 6.65 22.87 2.32×
6 256 128 1 2 32 1321.88 103.33 12.79× 1.01 0.38 0.23 4.98 6.60 1.76 1.23 0.74 3.73 1.77×
7 256 256 3 1 16 3456.70 19.58 176.54× 1.97 1.69 1.01 22.41 27.08 3.68 5.82 3.49 12.99 2.08×
8 512 256 3 2 16 7057.29 1155.81 6.11× 2.87 3.38 2.03 44.82 53.10 5.39 12.28 7.36 25.03 2.12×
9 512 256 1 2 16 912.05 197.08 4.63× 1.00 0.38 0.23 4.98 6.59 1.84 1.36 0.82 4.02 1.64×
10 512 512 3 1 8 6913.40 145.68 47.46× 3.03 3.38 2.03 44.82 53.26 5.91 12.58 7.54 26.03 2.05×

Table 6: Weight Plaintext Compression Comparison of WPC and Baseline Methods.

Model

Dataset

VGG-11 Hermite

CIFAR-100

ResNet-34 Hermite

Tiny-ImageNet

ResNet-101 Hermite

ImageNet

ResNet-200 Hermite

ImageNet

Method MPCNN HyPHEN WPC MPCNN HyPHEN WPC MPCNN HyPHEN WPC MPCNN HyPHEN WPC

Weight Plaintext Size (GB) 23.04 23.04 0.50 204.51 151.6 3.83 576.54 458.1 5.53 1098.99 900.2 7.90

Compression Rate 1.00× 1.00× 46.08× 1.00× 1.35× 53.40× 1.00× 1.26× 104.26× 1.00× 1.22× 139.11×

enhance accuracy. The ResNet architecture modification is neces-
sary for training stability based on our experiments, as arithmetic
replacement causes some of the original model architectures to
diverge during training.

7.1.3 Inference Devices. We evaluate WPC on CPU and GPU de-
vices. The CPU is an Intel Xeon 8480+with 512 GB ofmemory, while
the GPU is an NVIDIA A100 with 80 GB of memory. The RNS-CKKS
library used on CPU and GPU are Lattigo [40] and [19, 21].

7.1.4 Baseline Implementation. We compare three baselines: Slot-
MPCNN [32], Slot-HyPHEN [26], and CinS-NeuJeans [24]. All base-
line CNNmodels use zero-padding. Slot-MPCNN and Slot-HyPHEN
represent state-of-the-art Slot Encoding methods. Slot-HyPHEN
additionally incorporates a plaintext reuse technique. Our imple-
mentation of Slot-MPCNN applies the CHW packing scheme [17],
a Reshaping Layer with two-level consumption [48], and Complex
Packing [8] to reduce the number of output ciphertexts and optimize
packing efficiency. The original HyPHEN scheme [26] achieves a
compression rate of 8 on ResNet-18. We improve HyPHEN’s infer-
ence performance by independently applying the CHW packing
scheme, the Reshaping Layer with two-level consumption, and
Complex Packing. The implemented HyPHEN reduces the weight
plaintext size by splitting convolutional layers into height-wise sub-
tensor convolutions that share the same weight plaintext. These
optimizations limit the number of output ciphertexts, resulting in
a lower compression rate but improved inference efficiency. The
consumed level of the Reshaping Layer in CHW is two, as the re-
shaping operation in the CHW packing scheme incurs higher costs
for a one level reshaping. CinS-NeuJeans represents the state-of-
the-art CinS Encoding [24] and its evaluation data is sourced from
the original publication [24].

7.1.5 WPC Implementation. WPC employs Rotation Padding (§6.2)
as its padding function. It adopts the CIPS packing scheme (§6.1), a

Reshaping Layer with one-level consumption [48], and Complex
Packing [8]. WPC incorporates the Periodic Transmit Compression
method ( §5.2) to compress the weight plaintext.

7.2 Results

7.2.1 Microbenchmark Result. Table 5 presents the weight plain-
text size and inference latency of the convolutional layers inMPCNN
and WPC. WPC achieves compression of the weight plaintext by
a factor ranging from 4.63× to 1319.35× across different convolu-
tional layers. The compression rate varies depending on the param-
eters of each convolutional layer, primarily the stride (𝑆), and the
height (𝐻 )&width (𝑊 ) of the input tensors:

• For 𝑆 = 1, 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛𝑅𝑎𝑡𝑒 ∝ 𝐻𝑊 .
• For 𝑆 = 2, 𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛𝑅𝑎𝑡𝑒 ∝ 𝐻 .

The height and width of the tensors decrease with increasing
layer ID because of the stride2-convolution, leading to a reduced
compression rate in deeper layers of the CNNmodel. This reduction
occurs because fewer repeated weights are encoded into the weight
plaintext, as the weight-sharing property ( §2.2.2) of convolutional
layers spans the height and width dimensions. For instance, the
compression rate for Layer ID 1 (𝐻,𝑊 = 64) is 1319.35×, while for
Layer ID 4 (𝐻,𝑊 = 32), it decreases to 571.36×. The stride parameter
also affects the compression rate. In strided convolution layers
(𝑆 = 2), parts of the encoded data in the weight plaintext become
zero, which increases the periodic length of the weight plaintext and
reduces the compression rate. The zero data is padded between the
height and width dimensions within the weight plaintext, resulting
in larger periodic length. Thus, the compression rate for Layer
ID 7 with 𝑆 = 1 is larger than that for Layer ID 8 with 𝑆 = 2
(𝐶𝑜𝑚𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛𝑅𝑎𝑡𝑒 = 176.54× vs. 6.11×).

Despite the higher computational overhead in the convolutional
layers, WPC achieves lower inference latency than the Slot-MPCNN
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Table 7: Inference Latency Comparison on A100 GPGPU and ImageNet Dataset. The Boot, Conv, Poly, and Weight Plaintext

Generation times represent the latency of bootstrapping, convolutional, polynomial layers, and weight plaintext generation,

respectively. For NeuJeans, the Poly, Conv, and Boot times correspond to the activation, Conv2d, and the sum of all other

components as reported in [24]. MPCNN, HyPHEN, and WPC use the PolyReLU and RNS-CKKS library from [33] and [19, 21].

NeuJeans employs the PolyReLU and RNS-CKKS library from [15] and [1]. HyPHEN uses the first layer with a kernel size of 3

to fit the ResNet-18 on the A100 and encounters an out-of-memory (OoM) issue with larger models.

Inference

Latency (s)

ResNet-18

Hermite

ResNet-18

PolyReLU

ResNet-50

PolyReLU

ResNet-200

Hermite

MPCNN NeuJeans HyPHEN WPC MPCNN NeuJeans HyPHEN WPC MPCNN HyPHEN WPC MPCNN WPC

Boot 1.77 5.02 1.77 1.36 7.84 6.46 7.84 7.59 18.39

OoM

18.14 13.38 13.33

Conv 1.83 0.25 2.17 2.29 1.51 0.21 2.23 2.15 2.62 5.08 8.48 20.39

Poly 0.06 0.08 0.06 0.03 0.51 7.44 0.51 0.49 1.26 1.25 0.52 0.41

Weight Plaintext

Generation

4.35 - - - 4.34 - - - 8.26 - 24.95 -

Total 8.01 5.35 4.00 3.68 14.20 14.11 10.58 10.23 30.53 24.47 47.33 34.04

Speedup 1.00× - 2.00× 2.18× 1.00× - 1.34× 1.39× 1.00× OoM 1.25× 1.00× 1.39×

Table 8: ImageNet Classification Top-1 Accuracy. The plain

accuracy with full validation set and 1,000 randomly selected

validation images is evaluated on the NVIDIA A100 GPU us-

ing the PyTorch framework. The encrypted accuracy with

the same 1,000 randomly selected validation images is evalu-

ated on an Intel 8480+ CPU and the Lattigo library [40].

CNN

Model

Polynomial

Activation

Full Val Set 1,000 Samples Images

Plain

Accuracy (%)

Plain

Accuracy (%)

Encrypt

Accuracy (%)

MPCNN WPC MPCNN WPC MPCNN WPC

ResNet-18

Hermite 69.36 70.38 68.50 70.60 68.50 70.60

PolyReLU 71.42 71.13 71.60 71.30 71.60 71.20

ResNet-50

Hermite 71.19 71.65 71.70 71.80 71.60 71.70

PolyReLU 76.31 77.83 76.50 78.70 76.50 78.70

ResNet-101 Hermite 71.94 71.89 72.20 71.90 72.20 71.90

ResNet-200 Hermite 74.45 74.57 74.50 74.40 74.50 74.40

baseline because of the elimination of on-the-fly weight plaintext
generation. On one hand, the high computational cost of generating
weight plaintext during inference significantly increases the latency
in Slot-MPCNN, whereas WPC avoids this overhead. On the other
hand, if the baseline MPCNN precomputes the weight plaintext to
reduce latency, it incurs substantial storage and memory overhead
to store the full plaintext representation.

7.2.2 Weight Plaintext Compression Comparison. Table 6 shows
the weight plaintext size and compression rate of WPC compared
to the baseline methods. The baseline MPCNN methods require
between 23.04 GB and 1098.99 GB of weight plaintext, which is
significantly larger than the A100 GPU memory (80 GB) and even
exceeds the CPU memory (512 GB). The HyPHEN method reduces
the weight plaintext size by up to 1.35× compared to the base-
line MPCNN method. The lower compression rate arises because
the implemented HyPHEN shares the weight plaintext across out-
put ciphertexts within the same convolutional layer, whereas the
number of ciphertexts is constrained by CHW [17, 32], Complex
Packing [8], and Reshaping Layer [48] optimizations. For exam-
ple, all the convolutional layers in VGG-11 use a single ciphertext,
meaning the weight plaintext size is not reduced. A significant
portion of the ResNet-101 and ResNet-200 models also includes

layers with only one ciphertext, so the weight plaintext size is not
reduced in these cases. The WPC method achieves a reduction in
weight plaintext size by a factor of 46.08× to 139.11× compared to
the baseline MPCNN method. For larger models, the down-sample
layers occupy a smaller portion of the model, which leads to a
lower compression rate, as discussed in detail in §7.2.1. Thus, for
larger models, the compression rate increases, demonstrating the
effectiveness of the weight plaintext compression of WPC.

7.2.3 CNN Inference Latency Comparison. Table 7 shows the infer-
ence latency of WPC and the baseline methods on the A100 GPGPU.
The Slot Encoding Scheme-MPCNN exhibits lower performance
compared to others, primarily because of the cost associated with
weight plaintext generation. The CinS Encoding scheme of Neu-
Jeans incurs higher computational overhead due to bootstrapping
operation (e.g., ResNet-18 Hermite). This is because CinS Encod-
ing does not support element-wise multiplication, necessitating
bootstrapping to convert the output ciphertext of the convolutional
layers into Slot Encoding for polynomial activation operations. Hy-
PHEN incurs higher convolutional overhead due to support for
weight plaintext reuse. Additionally, HyPHEN encounters an OoM
issue on the ResNet-50 and ResNet-200 models because the limited
weight plaintext compression rate. WPC benefits from the computa-
tional advantages of the Slot Encoding and significantly compresses
the weight plaintext (as detailed in §7.2.2). Thus, WPC achieves the
best performance across all models, despite the increased convolu-
tional layer overhead.

7.2.4 Image Classification Top-1 Accuracy. Table 8 shows the Im-
ageNet classification top-1 accuracy for both WPC and the Slot-
MPCNN baseline. The plain accuracy on the full ImageNet valida-
tion dataset of both the baseline and WPC are similar, indicating
that the modification to the CNN architecture (Rotation Padding)
does not affect the CNN’s accuracy. For the 1,000 randomly se-
lected validation images, part of the encrypted accuracy is lower
than the plain accuracy due to the inference error introduced by
the RNS-CKKS scheme. Specifically, the plain accuracy of Slot-
MPCNN ResNet-50 with Hermite, WPC ResNet-18 with PolyReLU,
and ResNet-50 with Hermite is lower than the corresponding plain
accuracy because of the inference error caused by the RNS-CKKS.
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8 Discussion

This section presents key insights from our findings, outlines the
limitations of our approach, and suggests directions for future work.

Insights: This paper introduces a new perspective on plaintext
compression that targets the storage size of individual plaintext in
RNS-CKKS. Unlike prior works that reduce the number of plaintext,
WPC leverages the formalized periodicity arising from DFT-like
Slot Encoding and NWNTT to minimize the size of each plaintext.

Limitations and FutureWork: First, this work focuses on RNS-
CKKS-based CNN inference, leaving other types of applications
unexplored (e.g., Transformers [51]). However, as demonstrated in
this paper, the compression opportunity is not exclusive to CNNs.
The Periodic Transmit Theorem (Theorem 1) is a general character-
istic of RNS-CKKS. Therefore, it is potentially applicable to other
neural network architectures. Challenges in this direction include
exploring the periodicity of weight plaintext and designing efficient
packing schemes tailored to different architectures. Second, the
proposed CIPS packing scheme reduces the size of weight plaintext
at the cost of increased computational complexity in convolutional
layers. Developing more efficient packing strategies may help miti-
gate this overhead while preserving the compression benefits.

Extensions to Other FHE Schemes: The Periodic Transmit
Theorem also applies to other FHE schemes, such as BGV [11], al-
though the relationship between the period and the message length
may vary. These schemes typically employ a similar conversion
process that maps the message representation to the evaluation
representation of the plaintext.

9 Conclusion

In this work, we have proposed WPC, an efficient weight plaintext
compression method for RNS-CKKS-based convolutional neural
network inference. By leveraging insights from the transformation
of CNN weights into weight plaintext and exploiting the periodic
nature of the data, we have introduced a compression approach
that minimizes storage and memory overhead while preserving
the accuracy and security of the inference process. We have pre-
sented the Periodic Transmit Theorem in the RNS-CKKS scheme,
which enables the compression of periodic data, and introduced the
Channel Innermost Packing Scheme and Rotation Padding tech-
niques to rearrange weight data into a format that can be efficiently
compressed. Our experimental evaluations demonstrate that WPC
significantly reduces weight plaintext size, achieving compression
ratios of dozens to hundreds, while maintaining or even improv-
ing model performance on standard datasets such as ImageNet,
Tiny-ImageNet, and CIFAR. In summary, WPC provides an effec-
tive solution to the challenges of large memory consumption in
encrypted inference, offering both compression efficiency and com-
putational practicality.
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